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Summary
The past decade has seen an increase in the demand of 3D audio-visual material for numerous appli-
cations. Channel-based, object-based and scene-based approaches have been developed and improved
for the reproduction of 3D audio using loudspeaker arrays, while the technology of binaural synthesis
provides the best immersive audio experience for headphone reproduction. Although consumer-grade
devices and applications now support many of these technologies, the scarcity of high-quality 3D
audio content and the lack of adequate production tools are issues to be addressed. Binaural Tools
for the Creative Industries (BINCI) is an EC-funded research project, aiming to create user-friendly
tools for the production of spatial audio, which are integrated in typical workflows with digital audio
workstations used by sound engineers and other members of the creative industry. The progress of
the project and an overview of the underlying technologies are presented in this paper. Furthermore,
focus is given to the measurement and individualization of HRTFs as well as on how different sets of
HRTFs relate to the perceived level of immersion and presence.
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1. Introduction

Over the course of the past decade, technologies for
the representation and efficient delivery of spatial au-
dio content have been greatly improved and are cur-
rently being introduced into electronic products and
content distribution platforms targeting the consumer
market. Examples of this can be seen in the introduc-
tion of A/V receivers with support for multichannel
3D audio, the addition of spatial audio formats into
international broadcasting standards and the adop-
tion of spatial audio formats by internet platforms
providing audiovisual content. Through this, spatial
audio is becoming more accessible for a large group of
users which demand high quality content and consis-
tency across devices and platforms. This expectations
most certainly include portable devices, where audio
content is usually presented via headphones.

While each of the many available 3D audio formats
provide unique features and advantages to the end
user, sound engineers and creators are faced with the
task of designing and mixing audio for different appli-
cations, often requiring detailed knowledge about the
employed format or specialized tools for editing and
mixing audio content. The Binaural Tools for the Cre-
ative Industry (BINCI) project aims to target these
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shortcomings by providing a set of tools which inte-
grate seamlessly in typical studio environments cen-
tered around the employment of Digital Audio Work-
stations (DAWs) for the manipulation of recorded and
synthesized audio signals. Although the main objec-
tive is to produce spatial (binaural) audio presented
over headphones—hence the project’s name—, com-
patibility with formats for loudspeaker reproduction
is a relevant feature enforced by the use of ambisonics
technology.

In the following, the basic components and func-
tionality of the developed production tools are shortly
presented, furthermore the issue of producing individ-
ualized binaural audio is addressed and a brief ex-
amination of approaches to this topic are discussed.
Finally, the selected individualization procedure is de-
scribed and an overview of ongoing investigations is
given.

2. Audio production tools in BINCI

The tools developed by the project, consist of two
main modules: The Binaural Home Studio (BHS), tar-
geting the content creators, and the Binaural Player
(BP), intended for consumers [1, 2]. Both modules
use ambisonics as a core technology for efficient audio
scene manipulation and flexible rendering.
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Figure 1. The BHS visualizer showing the spatial loca-
tion of loudspeakers and sound sources with respect to
the user’s position.

2.1. The Binaural Home Studio and Binaural
Player modules

The BHS is a tool developed for audio production en-
vironments composed of four main elements: The am-
bisonics based Audio Processing Server (APS), per-
forming all encoding, signal processing and rendering
on the audio channels (i.e. tracks) provided as inputs
from the DAW; a collection of DAW Plugins which in-
tegrate seamlessly into the most common DAWs and
allow the producer to control the processing carried
out in the APS; a Virtual Sound Card, acting as an
audio interface between DAW and APS; and the Visu-
alizer (see Figure 1), providing visual feedback about
the spatial sound source composition and options to
manipulate the audio scene or to synchronize audio
with 360° video content.

By outsourcing the signal processing to the APS,
all implemented functionalities remain independent
from the capabilities of the chosen DAW. This in-
cludes the ambisonics decoding and encoding, the dy-
namic binaural rendering, as well as some typical au-
dio effects (e.g. panning, modulation, reverb) com-
monly employed by sound engineers, which have been
adapted for use with spatial audio. An example for
one of these effects is the (spatial) modulation plugin
which, as a BINCI plugin, does not change the sig-
nal’s waveform but rather modulates the pattern of
motion for single or clustered sound sources around
their spatial position.

One of the major advantages of the BHS is it’s
capability to render the ambisonics scene to a bin-
aural stream, for dynamic headphone reproduction,
or to loudspeaker signals, for playback over a 3D
loudspeaker array. This provides a flexible and
portable monitoring solution with the opportunity to
compare spatial sound scene compositions in different
reproduction scenarios.

On the playback side, the BP offers a solution for
the reproduction of spatial audio content created with
the BHS. Nonetheless, standard ambisonics formats,
such as the B-Format (employed by major content
sharing platforms) are also supported. The BP’s main
task is to perform dynamic binaural rendering of the
ambisonics input scene and apply equalization for
headphone reproduction.

2.2. Technological aspects

Both of BINCI’s main modules employ state-of-the-
art techniques aiming to improve the spatial audio
experience. Apart from using ambisonics for efficient
rotations and sound scene manipulations, a simula-
tion of different acoustic environments is made pos-
sible by applying ambisonics based room impulse re-
sponses, so called Spatial Room Impulse Responses
(SRR) [2, 3]. Furthermore, an HRTF individualization
procedure (described in more detail later on) can be
performed for the case where no individual filters are
available. Together with head-tracked binaural ren-
dering and the equalization of supported headphone
models, better externalization and improved localiza-
tion performance are expected.

3. Individualized binaural rendering

3.1. HRTF individualization methods

When dealing with binaural synthesis, the use of non-
individual HRTFs will often lead to localization errors
(e.g. front-back confusions) and a perceived instabil-
ity of the sound sources. Different approaches aiming
to improve localization performance and the overall
quality of the binaural experience through HRTF in-
dividualization are therefore proposed in literature.
Some approaches intend to compute a new set of
HRTFs parting from some representation of an in-
dividual’s head geometry, e.g. by capturing 3D rep-
resentations of the head and pinnae [4, 5], by using
measured anthropometric features [6, 7] or by ap-
proximating a head’s geometry through geometrical
models [8, 9]. Other approaches include the acquisi-
tion of individual HRTFs using direct (in-situ) mea-
surements [10, 11], the adjustment of non-individual
HRTFs [12, 13, 14] and the selection of an HRTF set
based on subjective perception [15, 16].

While the computation of HRTFs based on an in-
dividual’s head geometry can be performed faster as
computer technology advances and the acquisition of
accurate 3D models and head geometries may now be
performed using consumer-grade devices and software
tools, this approach is usually time consuming and of-
ten requires multiple devices, software solutions and
manual intervention by the user. Similar constraints
apply for in-situ HRTF measurements, which also re-
quire a specific measurement setup (i.e. in-ear micro-
phones and a loudspeaker) and an adequate acoustical
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environment. In comparison, the selection and adjust-
ment of a non-individual HRTF from a database can
be performed quite fast and can be designed to re-
quire only minimal input from the user. Nonetheless,
the mismatch of spectral cues might still lead to a
wrong localization along the median plane or cone of
confusion errors.

3.2. Individualization in BINCI

Since BINCI addresses primary members of the cre-
ative community working on different devices (in-
cluding portable setups) and the final consumer of
audiovisual media, the selection and adjustment of
non-individual HRTFs from a database has been
deemed as a suitable individualization procedure for
the project. To this purpose, 25 different sets of
HRTFs were measured with a spatial resolution of 2,5°
in both azimuth an elevation. These binaural filters
accompany BINCI’s production tools and are comple-
mented with additional anthropometric information
extracted from respective 3D scans of head and torso.

The individualization procedure consists of a pre-
selection step, where a few HRTF sets are selected
based on easily measurable head dimensions, an indi-
vidual selection step, where the most suitable HRTF
set can be picked from the pre-selected set based on
individual perceptual preferences, and finally an ad-
justment step, where the stability of virtual sound
sources is improved through scaling of modeled ITD
values (see Figure 2) following the method described
in [14]. This procedure has the advantage of provid-
ing a better binaural experience while requiring only
a minimal effort from the user.

By delivering anthropometric information together
with the measured HRTFs and supporting the stan-
dardized SOFA format [17], the employment of other
HRTF databases or binaural filters obtained from
more complex individualization approaches is still
possible. This is specially relevant for professional
sound engineers working in studio environments with
defined acoustic conditions, who will usually expect
individually measured HRTFs or BRIRs to accurately
simulate the loudspeaker-room configuration they are
accustomed to.

4. Evaluation

An evaluation of the production tools’ usability and
of the performance of the technologies employed is
a relevant aspect considered in the project’s scope.
For the former, a user group of professional content
creators has been selected while the latter is achieved
by using corresponding analysis and listening tests.

4.1. Assessment of production tools

Selected content creators and demonstration sites
have been asked to participate in BINCI with the pur-
pose of evaluating the set of audio production tools.

Figure 2. Comparison between modelled and extracted
ITD values across all azimuth angles at 0◦ elevation for one
subject. Modeled values computed from anthropometrical
parameters are prefered as they match extracted values
without producing discontinuities.

Development versions of the BHS have therefore been
provided to sound engineers throughout the project’s
duration with the objective of creating sound com-
positions for four cultural institutions including the
Alte Pinakothek in Munich, the Fundacó Juan Miró in
Barcelona and the St. Andrews Castle in St. Andrews.
Continuous feedback regarding the functionality and
usability of BINCI’s tools have led to improvements
and additions to the project’s scope. An example of
this is the inclusion of video synchronization in the
aforementioned BHS visualizer.

The binaural compositions created within BINCI
will be demonstrated to the general public in the form
of audio guides at the locations mentioned above. This
should also provide valuable information about the
deployment and performance of the BP.

4.2. Assessment of implemented technologies

Relevant technologies such as the SRRs and the
HRTF individualization procedure are currently be-
ing evaluated. With regards to the HRTF individ-
ualization, an experiment has been initiated where
participants were asked to perform an ITD adjust-
ment on three pre-selected HRTF sets chosen from
BINCI’s HRTF database after finding the closest head
geometries. Following this step, each participant was
requested to rate the perceived sound source stability,
plausibility and colouration of synthesized content us-
ing each of the HRTFs before and after individualiza-
tion. The current results show a trend towards an im-
proved stability for individualized HRTFs (i.e. where
the ITD has been adjusted) as seen in Figure 3. Final
results for this experiment and an additional evalua-
tion on other relevant aspects such as externalization
and localization performance will be presented in the
final stages of the project.
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Figure 3. Preliminary results regarding the perceived
sound source stability of a single sound source before and
after individual ITD adjustment. The ratings were ob-
tained from 6 particpants for which 3 HRTFs were selected
based similar anthropometrical parameters.

5. Conclusion

The motivation and goals of BINCI have been out-
lined together with the tools and technologies im-
plemented in the project. Special focus was given to
the topic of HRTF individualization, where a brief
overview of different approaches was presented and
the proposed HRTF individualization procedure was
briefly described. Moreover, the status of current eval-
uations regarding the performance of BINCI’s spatial
audio production tools and ongoing experiments val-
idating the advantages of an HRTF individualization
have been addressed. It is worth mentioning that the
relevance and potential for spatial audio production
tools can be confirmed from the feedback given by the
user groups. Similarly, benefits from a HRTF selection
and adjustment procedure can be seen from prelim-
inary listening test results, although further relevant
aspects and improvements towards a better binaural
experience and the minimization of localization errors
should be considered in future investigations.
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